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porosity function for the momentum equation
dimensionless form of A

area of a computational domain
a small constant

specific heat

constant

enthalpy-temperature function
Fourier number

gravitational force vector
enthalpy

dimensionless enthalpy

heat conductivity

artificial diffusion coefficient
average element length

length of rectangular enclosure in x direction
length of rectangular enclosure in y direction
surface unit normal vector
fluid pressure

dimensionless fluid pressure
Prandtl number

heat flux

prescribed heat flux

convective heat flux

radiative heat flux

heat source

instantaneous energy charged
total energy charged

maximum energy charged
Rayleigh number

boundary surface coordinate
Stefan number

time

temperature

reference temperature

melting point of PCM
isothermal wall temperature
velocity component

u, Velocity in x direction

u, Velocity iny direction

U  dimensionless velocity of x direction
V  dimensionless velocity of y direction
X,y coordinate

X,Y dimensionless coordinate

<

Greek symbols

a diffusivity
B expansion coefficient
6  dimensionless temperature
Ah latent heat
At time step
A porosity of a mush zone
shape function of velocity
% weighting function for momentum equation
9 shape function of temperature
g weighting function for energy equation
y  penalty parameter
I boundary
H viscosity
Q integration domain
p density
w

the angle horizontal direction to x axis
stress tensor

S

Superscripts
— over bar, boundary value of the variable
0 initial value

Subscripts

| liquid

nth time step

solid

component of x direction
component of y direction
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1. Introduction

While a major effort has been devoted to the numerical solution of conduction-
controlled phase change problems over the last three decades focus has shifted
to convection-dominated problems only recently. Although the finite element
method has been widely applied to solve conduction-controlled phase change
problems, little effort has been made in the area of finite element solution of
convection-dominated melting and solidification problems.

Gartling (1980) was the first to model convection-dominated melting and
solidification problems with the standard Galerkin finite element technique.
He employed the Boussinesq assumption and effective heat capacity method
to solve the Navier-Stokes and energy equations. To account for the zero
velocity condition as the liquid turns to solid or the solid becomes liquid he
developed an approach which makes the viscosity a function of AH where
AH is the cumulative energy of latent heat of a computational cell. When AH
decreases from A (where A is the latent heat of the phase change) to 0 the
value of viscosity increases to a large value thus simulating the liquid-solid
phase change. Morgan (1981) presented an explicit finite element algorithm
for the solution of convection-dominated melting and solidification problems.
In his model he employed an enhanced heat capacity to treat the latent heat
effect. To account for the velocity evolution at the phase change interface a
simple approach was used which fixes the velocities to zero in a
computational cell whenever the cumulative energy of latent heat of a cell
reaches some predetermined value between 0 and A. Usmani et al. (1992)
reported an implicit finite element model based on effective heat capacity
approach in combination with the standard Galerkin finite element method
with a primitive variable formulation. They also employed the varying
viscosity approach to model the velocity evolution at the phase change
interface.

In the context of the finite volume method Voller and Prakash (1987) and
Brent et al. (1988) investigated various ways of dealing with zero solid
velocities in fixed grid enthalpy solutions of freezing in a thermal cavity.
They assumed the mushy region to be a pseudo porous medium with the
porosity decreasing from 1 to 0 as AH decreases from A to 0. In this way, on
prescribing a “Darcy” source term the velocity value arising from the
solution of the momentum equations are inhibited, reaching values close to
zero on complete solid formation. The enthalpy-porosity model has proved to
be effective in solving both isothermal and nonisothermal phase change
problems.

In this paper a streamline upwind/Petrov Galerkin finite element model in
combination with primitive variables is presented for solving convection
dominated melting and solidification problems. Boussinesq assumption is
invoked and two-dimensionality is assumed. The enthalpy-porosity approach is
utilized to model the velocity evolution at the phase change interface. Penalty
formulation is employed to treat the incompressibility constraint in the



momentum equations. Simulations are carried out for melting of a phase change
material in a rectangular cavity heated from below.

2. Mathematical formulation

2.1 Governing equations

For the mathematical description of a melting or freezing process the following
assumptions are made:;

(1) heat transfer in the PCM is conduction/convection controlled, and the
melt is Newtonian and incompressible;

(2) the flow in the melt is laminar and viscous dissipation is negligible;
(3) the densities of the solid and liquid are equal;

(4) the Boussinesqg assumption is valid for free convection, i.e. density
variations are considered only insofar as they contribute to buoyancy;,
but are otherwise neglected;

(5) the solid PCM is fixed to the container wall during the melting process.

Based on the above assumptions, the governing equations in tensor form are
Solid region:

oh
pa = (ksT:j ),j + QJ (1)
Liquid region:

Continuity equation
w, =0 )

Momentum equation

AT )= =p, + w41, )], - AT =T,) 9
Energy equation

o 08+, T,)= (KT, +4, "

The initial and boundary conditions are
initial conditions
T(x,0)=T°(x)
u,(x,0) = u"(x) (5)

boundary conditions
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u = z_:,-(s,t) onl
1, = o,n(s)y=1(s1) onl,
T= I;’(s,t) onT; (6)
q=—(kT )n,(s)=q,(s5,0)+ 4.(s) + 4.(5) on [,

2.2 Enthalpy-porosity model

Two methods are available to account for the physics of the evolution of the flow
at the solid/liquid phase change interface in fixed-grid methods. One is the
enthalpy-porosity model (Brent et al., 1988; Voller and Prakash, 1987); the other
is the viscosity model (Gartling, 1980; Usmani et al., 1992). The enthalpy-
porosity is employed in this study.

The enthalpy-porosity model treats the mushy region as a porous medium.
The flow in the mush is governed by Darcy’s law. According to the enthalpy-
porosity model (Brent et al., 1988; Voller and Prakash, 1987) equations (1)
through (4) can be rewritten as follows:

#,=0 (7)

Ju.
p(?l:: + ujux,j) =-p; t [ﬂ(u“j + uj,,-)],j - ﬁg,ﬁ(T - 7:]) + Auj ®)

oh
p(a-i-ujrj): (k?—:j),j +4, 9)

In equation (8)
A=-CA-2Y /(X +b) (10)

in which b is a small constant introduced to avoid division by zero and C is a
constant accounting for the morphology of the mushy region. In general b is
assigned a value of 0.001. For isothermal phase change C is assigned a value of
1.6 x 106,

2.3 The penalty formulation

Two models can be used to treat the incompressibility constraint in the
momentum equation. One is the penalty formulation (Brooks and Hughes, 1982;
Hughes et al., 1979) and the other is the so-called slightly compressible
formulation (Brooks and Hughes, 1982; Dyne and Heinrich, 1993). In this study
the penalty formulation is employed to treat the incompressibility constraint.

In the penalty formulation, the continuity equation is replaced by
1

. =—
=Ty p (11)



where yis the penalty parameter which is generally assigned a value of
1.0 x 10°.

As a result of the utilization of the penalty approximation, the pressure term
and the mass conservation equation are eliminated from the system of
equations (equations (7) through (9)). The governing equations (equations (7)-
(9)) then become

du, ]
W + ujul'.j) = ;(uf,i ),; + [U(u:,,r + ufJ )]J - pg‘B(T B I:] ) + Auf (12)

oh
p(a.’-ujy;'):(krj),j +Q.s (13)
Once the velocity and temperature fields are known, the pressure variable is
calculated a posteriori if desired at any step by solving the Poisson equation
(Heinrich and Yu, 1988)

subject to homogeneous Neumann conditions along the boundary I i.e.
np,=0 (15)

In order to obtain a unique pressure field it is necessary to set the pressure at
one point in the domain equal to a reference pressure.

3. Finite element model

Following the work of Brooks and Hughes (1982) and Argyris (1992) the
streamline upwind/Petrov-Galerkin method is applied to the convection and
source terms of the momentum and energy equations. After spacewise
discretization of equations (12) and (13) in two dimensions subject to
above mentioned boundary conditions we obtain the following semi-discrete
equation:

‘M o o] |u| [K,+K, K, B u,
0 M offju | Ky, K, tK, B |{up+
[0 0 N] |7 0 0 Ly+L, | T
[ A1)+ 4,(v) 0 0 w| A B 0w
0 A(u)+ Ay(v) 0 U p+| Py By ORu,r+
i 0 0 D+ D, | | T 0 0 o\ 7T
(4 0 o]z [F (16)
0 A4 Opu, =198
o o o|lr] G
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HFF Typical elements in these matrices are

8,4 M=, ppp" dQ
N =], pc, $87dQ
_ op O
398 K.;f = In #agjdﬂ
08 68
Li=lo by o @

-~ 0
AWU,)= o popu, - =d0

= 09
Di(Uj):.[Q e Suja:dﬁ
_; Lor 29
0%y ox, ox

B =1, pgpopd dn
F =, tedlr+j,pgpT,0 dn

G=[,(q,+9.+4,)8dI+[,q,9 d
in which

g=pthug,

9= ;9+l;2 u g,

Following Heinrich and Yu (1988)

in which Jjull is the magnitude of the local velocity u,

o = w1, (sum)

(30)

and | is an average element length whose definition is given in (Heinrich and Yu,

1988). The parameters ¢, are given by

1
= cothl, ——
g, = coth, 3

(31)



_ s
G = 2/ p (32)
G, = Pr, (33)

It should be noted that the numerical integration of the pressure term (equation
(23)) must be one order lower than that of the velocity terms. In this work,
bilinear quadrilateral elements are used to perform all computations. A source-
based scheme (Swaminathan and Voller, 1993; Voller, 1990) is used to treat the
phase change effects. A backward Euler scheme is employed to accomplish the
time discretization of equation (16).

5. Dimensionless form of the governing equations in two-dimensions
For convection-dominated two-dimensional melting or freezing problems
subjected to the Dirichlet boundary condition (first kind boundary condition)
the dimensionless governing equations are:

Solid region:

OH kSS &0 %0
“axt * op) (34)

Liquid region:

axTar=° (35)

oU U  8U oP U U
— U— V—=_——+
& Fo aY ax Pr(aX?- oY?

Y+ RaPrsino + A'U (36)

oV oV oV oP oV v
8F0+U6_X+V§_ ar P(aX: aYz)+RaPrcosm+AIV (37)

oH oH oH 30 o0
aroVax Y oy TSy t o) 39)
in which
cs
H = —c‘;Stea, 6<0 (39)
H = Ste®+1 >0

and
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Table I.
Parameters used
in the accuracy
test runs

u I L - — :
y -l V_uy,, 9=T Tm, H:h csTm’ =pLJ2,,
o, o, T -7, Ah poL,
AL
x=r y=X o g op Ot
L, L, poL, L k, (@0)
g (T ~-T _
Ra = P ng y( w m), Ste:c'i(Tw Tm)
Wk, ah

It is clear that melting and freezing phase change heat transfer including free
convection is determined by the following five dimensionless parameters,
Rayleigh number (Ra), Prandtl number (Pr), Stefan number (Ste), the ratio of
solid/liquid specific heat (c//c)), as well as the ratio of solid/liquid heat
conductivity (kJ/k).

6. Test of the numerical model

The above-mentioned numerical model is verified by comparison with the
experimental results of Gau and Viskanta (1986) and the implicit finite
difference results of Lacroix (1992) for the melting of a pure metal (gallium)
inside a two-dimensional rectangular cavity (height L, = 0.0445m; width
L, = 0.089m). The gallium is assumed to be initially at its fusion temperature.
The top and bottom boundaries are adiabatic. At time t = 0, the temperature of
the left vertical wall is suddenly raised to a prescribed temperature above the
melting point. The values of the governing dimensionless numbers and aspect
ratio are listed in Table I for the test problem.

Figure 1 compares the predicted phase front with both the experimental
results of Gau and Viskanta (1986) and the finite difference prediction of Lacroix
(1992). It is seen from this figure that the present model is in good agreement
with the results of the above-mentioned references. Experimental uncertainty
values are not available.

The discrepancy between the predicted phase front of the present model and
the experimental results is due to two possible reasons. First, in the experiment,
the solid showed an initial subcooling of approximately 2°C. This degree of
subcooling is significant in the light of the fact the heated wall was at only 8°C
higher than the melting temperature of gallium. The second reason is that it is
difficult to impulsively heat the vertical wall to a desired temperature in reality

R Aspect ratio L /L, 0.5
Ra Rayleigh number 2.2 x10°
Pr Prandtl number 0.021
Ste Stefan Number 0.042

c e Ratio of solid/liquid specific heat 1
kJK Ratio of solid/liquid heat conductivity 1
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due to its finite thermal inertia. The discrepancy of predicted phase front
between the present model and Lacroix’s model is due to the difference of the
numerical methods used. Lacroix used a front-tracking method while this model
uses a fixed-grid enthalpy-porosity approach to model the phase change effects.

7. Results and discussions
Using the above-described numerical model simulation runs were carried out
for melting of a PCM in a rectangular cavity heated from below. The side walls
as well as the top wall are assumed to be adiabatic. The parameters for the
computed problem are listed in Table II. The phase change material used is
n-octadecane (99 per cent pure).

Grid-dependence experiments indicated that the maximum difference in the
computed dimensionless cumulative energy charged, Q/Q,,, is within 3.6 per
cent between using 20 x 20 elements with a dimensionless time step of
4.32 x 10 and 30 x 30 elements with the same time step; while the difference is
only 1.5 per cent between using 30 x 30 elements with a dimensionless time step
of 4.32 x 10~ and 40 x 40 elements with a time step of 2.16 x 10°°. Therefore,
30 x 30 elements with a time step of 4.32 x 10 were used for this and all the
subsequent computations considering both accuracy and computing time.

R Aspect ration Ly/LX 1.0
Ra Rayleigh number 2.844 x 108
Pr Prandtl number 46.1
Ste Stefan Number 0.138
c e Ratio of solid/liquid specific heat 0.964
kK Ratio of solid/liquid heat conductivity 2419

i Initial dimensionless temperature —0.0256
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It is known from experiments that three-dimensional convection cells develop
and last for a short period of time during the early stage in a two-dimensional
melting of a PCM heated from below (Benard, 1990; Hale and Viskanta, 1980). In
this study we neglect three-dimensional convection since we employ a two-
dimensional model. However, the duration of the three-dimensional convection
is very short (Benard, 1990; Hale and Viskanta, 1980) compared with the whole
melting process so that the two-dimensional results may be close to reality. No
experimental data are available for direct validation at this time.

Figure 2 shows the predicted streamlines and isotherms at different Fo
values for the computed problem (Ra = 2.844 x 108). Figures 2-al through 2-a5
present the streamlines at Fo = 0.0864, 0.173, 0.259, 0.346 and 0.432,
respectively, corresponding to Figures 2-al through 2-a5 Figures 2-b1 through
2-b5 display the isotherms. From Figures 2-al through 2-a5 it is seen that at Fo
=0.0864 a total of eight convection cells develop and these eight circulation cells
result in a regular distribution of cusps on the liquid/solid phase change
interface. The predicted phenomena are consistent with the published
experimental results of Gau et al. (1983). With the increase of the melt depth the
size of the convection cells increases and the number of the cells decreases. At
Fo = 0.173 two main large circulation cells exist. With further increase of the
melt depth the size of the left cell increases and that of the right cell decreases.
Because of the asymmetric flow field the phase change interface is also
asymmetric. The asymmetric flow patterns and phase change interface are in
accord with the experimental results of Gau et al. (1983).

Corresponding to the flow patterns in Figures 2-al through 2-a5 Figures 3a
and 3b present the local dimensionless heat flux distributions. According to the
dimensionless energy equation (Equation (38)) the dimensionless heat flux is
(?79. Figure 3a shows that the dimensionless heat flux distribution at Fo =
0.0864 is wave-like corresponding to the multiple convection cells of Figure 2-
al. There are four crests and three troughs in the dimensionless heat flux curve
of Fo = 0.0864 displayed in Figure 3a. These crests and troughs correspond to
the seven junctions of the eight convection cells in the streamlines in Figure 2-
al. The first crest from left corresponds to the junction of the first and second
convection cells. The flow direction of the first circulation is clockwise and the
second circulation is anti-clockwise. The liquid layers from the two circulation
cells are cooled after passing the phase change interface and then reach the
junction of the two circulation zones at the bottom. This causes a low
temperature zone near the junction at the bottom surface of the container. The
low temperature zone is seen in the isotherms in Figure 2-b1. Since the bottom
surface of the container is isothermal, a low temperature near the bottom
isothermal surface means a large temperature difference for heat transfer. This
results in higher heat flux.

The first trough from left corresponds to the junction of the second and the
third convection cells in Figure 2-al, since the flow direction of the second
circulation is anti-clockwise and the third circulation is clockwise. At the



phase change interface

(al) Fo=0.0864

phase change interface

(a2) F0=0.173

phase change interface

(a3) Fo=0.259

phase change interface

(b1) Fo=0.0864

phase change interface

(b2) Fo=0.173

phase change interface

(b3) F0=0.259
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Figure 2.

Streamlines and
isotherms in the melt
zone for heating from
below (Ra = 2.844 x 10%)

phase change interface phase change interface

{ I

=2 —=

(ad) Fo=0.346 (b4) F0=0.346
phase change interface phase change interface
jiﬂ
(a5) F0=0.432 (b5) Fo=0.432

junction of the two cells a high temperature zone is developed. This is shown in
the corresponding isotherms in Figure 2-b1. A higher temperature near the
bottom isothermal surface results in a lower temperature difference for heat
transfer from the wall. The lower temperature difference results in reduced heat
flux. Similar explanation applies to the other crests and troughs in the
dimensionless heat flux distributions.

The heat flux distribution curve at Fo = 0.0173 in Figure 3a shows that the
heat flux close to the left vertical wall is very low although the flow direction of
the first large convection cell from left is anti-clockwise in Figure 2-a2. This is
caused by the small circulation bubble in the bottom-left corner. This small
circulation bubble results in a high temperature zone. The high temperature
zone leads to a reduced heat flux along the bottom isothermal surface. Similarly,
the trough on the heat flux curve corresponds to the junction of the two adjacent
large convection cells seen in Figure 2-a2.



Figure 4 presents the predicted streamlines and isotherms at different Fo
values for Ra = 5.688 x 10°. Figures 4-al through 4-a4 show the streamlines at
Fo = 0.0864, 0.173, 0.259 and 0.346, respectively. Corresponding to the flow
fields of Figures 4-al through 4-a4 Figures 4-b1 through 4-b4 present the
isotherms. From Figures 4-al through 4-a4 it is seen that during the early stage
of the melting process the flow patters are similar to those obtained at the lower
Rayleigh number of 2.844 x 10°. With the growth of the melt depth the flow

Dimensionless Heat Flux

2N Key

Fo = 0.0864

———F0=0.173

[TTT
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T T 1T
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TTT[TTTT[

¥ \ '
kax11Xxxxxl111xlxxxxlxxxxlxxxxlxxxxlxx11‘1111‘1111‘
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
X
(a) Fo=0.0864, 0.173, 0.259
Dimensionless Heat Flux
25 Key
Fo =0.0864 ———F0=0346 @ ----ee- Fo =0.432

Xxx11‘1111‘1111‘1111‘1111Xxxxxlxxxxlxxxxlxxixl
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o
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(b) Fo = 0.0864, 0.346, 0.432

A finite element
model

405

Figure 3.

Local dimensionless
heat flux distribution
along the heated surface
at different Fo values
(Ra = 2.844 x 109)
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Figure 4.

Streamlines and
isotherms in the melt
zone for heating from
below (Ra = 5.688 x 106)
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phase change interface
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includes two large circulation cells and two small cells; the sizes and locations
of both the large and small cells vary with time. It is interesting to note the
Rayleigh number has a very significant effect on the flow patterns.

Corresponding to the flow patterns in Figures 4-al through 4-a4, Figure 5
shows the local dimensionless heat flux distribution curves for Ra = 5.688 x 10°
at different dimensionless times. It is seen in Figure 5 that the local
dimensionless heat flux distributions are also very different from those in
Figure 3. This is reflected in the difference in the flow patterns between these
two cases.

Dimensionless Heat Flux

25 ey

Fo = 0.0864 ———F0o=0173 e Fo-=0.259

20
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0 I - X I - X I - X L 111 X I I - X I - X I - X I - X L 111 X L 111 X
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
X

8. Concluding remarks

A finite element model was developed for the solution of two-dimensional melting
and solidification problems. For the first time melting of a PCM in a rectangular
cavity heated from below is simulated. Complex flow patterns are obtained which
are qualitatively consistent with the published experimental results.
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